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- We choose loss function $h(i, j, x)=\max \left\{x+b_{i j}, 0\right\}^{2}$, where $1 \leq i<j \leq k, b_{i j}>0$ is some threshold.
- The idea is that loss is positive if the MC ranking differs from experts' ranking.
- To find $\varphi$ we minimize

$$
f(\varphi)=\frac{1}{Q} \sum_{q=1}^{Q} \sum_{1 \leq i<j \leq k} \sum_{p_{1} \in P_{q}^{i}, p_{2} \in P_{q}^{j}} h\left(i, j,\left[\pi_{q}\right]_{p_{2}}-\left[\pi_{q}\right]_{p_{1}}\right)
$$
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|f(x)-f(y)-\langle\nabla f(y), x-y\rangle| \leq \frac{L}{2}\|x-y\|^{2}, \quad x, y \in E
$$

(1) $f(x)$ is smooth strongly convex function if for any $x, y \in E$

$$
f(x) \geq f(y)+\langle\nabla f(y), x-y\rangle+\frac{\mu}{2}\|x-y\|^{2}
$$
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where
(1) $f(x) \in C_{L}^{1,1}$ and either,
(1) convex
(2) strongly convex
(2) we use only function values measured with error

$$
f_{\delta}(x)=f(x)+\tilde{\delta}(x)
$$

$\tilde{\delta}(x)$ - oracle error satisfying $|\tilde{\delta}(x)| \leq \delta \forall x \in E$.
(3) Sometimes we additionally assume that $\tilde{\delta}(x) \equiv \tilde{\delta}$ and is a random variable which is independent on everything.
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(1) Such methods are well known since 1960-s. (e.g. J.Matyas, 1965)
(2) Fast Automatic Differentiation (e.g. Yu. G. Evtushenko, Yu.E. Nesterov et al.).
(3) Some estimates for the rate of convergence: V.G. Karmanov (1975), B.T. Polyak (1983).
(9) Some notes on the errors of the oracle in such methods by A.S. Nemirovski, D.B. Yudin (1979), B.T. Polyak (1983)
(0) The current state of the art is covered by A.Conn, K.Scheinberg, and L.Vicente (2009).
(0) Our work based on the article by Yu. Nesterov (2011), here the fast gradient scheme also was proposed.
(1) Main our contribution - considering oracle error.
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Due to error we can calculate only
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Main observation:
If $\nabla f\left(x^{*}\right)=0$, then we can ensure that $\left\|g_{\tau, \delta}(x)\right\|$ decreases as $x \rightarrow x^{*}$ and we can obtain better convergence rate than is given by lower bound for general stochastic convex optimization.
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## Gradient-type method

Input: The point $x_{0}$, number $R$ such that $\left\|x_{0}-x^{*}\right\| \leq R$, stepsize $h>0$. Output: The point $x_{k}$.
(1) Generate $s_{k}$ and corresponding $g_{\tau, \delta}\left(x_{k}\right)$.
(2) Calculate $x_{k+1}=\pi_{Q}\left(x_{k}-h g_{\tau, \delta}\left(x_{k}\right)\right)$.

## Convergence rate

Denote $\mathcal{U}_{k}=\left(s_{0}, \ldots, s_{k}\right)$ the history of realizations of the vectors $s_{k}$, generated on each iteration of the method, $\phi_{0}=f\left(x_{0}\right)$, and $\phi_{k}=\mathbb{E}_{\mathcal{U}_{k-1}}\left(f\left(x_{k-1}\right)\right), k \geq 1$.
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If additionally $f$ is strongly convex, then

$$
\phi_{N}-f^{*} \leq \frac{1}{2} L\left(\delta_{\tau}+\left(1-\frac{\mu}{16 m L}\right)^{N}\left(R^{2}-\delta_{\tau}\right)\right)
$$

where $\delta_{\tau}=\frac{\tau^{2} L(m+8)}{4 \mu}+\frac{16 m \delta R}{\mu \tau}+\frac{2 m \delta^{2}}{\mu \tau^{2} L}$.
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where $f \in C_{L}^{1,1}$ and is a strongly convex function with parameter $\mu \geq 0$. We difine $\theta=\frac{1}{64 m^{2} L}$ and $h=\frac{1}{8 m L}$ and consider the following method.

## Fast Gradient Method Modified

Input: The point $x_{0}$, number $\gamma_{0} \geq \mu$.
Output: The point $x_{k}$.
Set $v_{0}=x_{0}$.
(1) Compute $\alpha_{k}>0$ satisfying $\frac{\alpha_{k}^{2}}{\theta}=\left(1-\alpha_{k}\right) \gamma_{k}+\alpha_{k} \mu \equiv \gamma_{k+1}$.
(2) Set $\lambda_{k}=\frac{\alpha_{k}}{\gamma_{k+1}} \mu, \beta_{k}=\frac{\alpha_{k} \gamma_{k}}{\gamma_{k}+\alpha_{k} \mu}$, and $y_{k}=\left(1-\beta_{k}\right) x_{k}+\beta_{k} v_{k}$.
(3) Generate $s_{k}$ and corresponding $g_{\tau, \delta}\left(y_{k}\right)$.
(1) Calculate $x_{k+1}=y_{k}-h g_{\tau, \delta}\left(y_{k}\right)$,

$$
v_{k+1}=\left(1-\lambda_{k}\right) v_{k}+\lambda_{k} y_{k}-\frac{\theta}{\alpha_{k}} g_{\tau, \delta}\left(y_{k}\right)
$$

## Convergence rate

Define $\kappa=\frac{\mu}{L}$. In the case when $\tilde{\delta}(x)$ is random and independent we have for all $k \geq 0$

$$
\begin{aligned}
& \mathbb{E}_{\mathcal{U}_{k-1}} f\left(x_{k}\right)-f^{*} \leq \psi_{k}\left(f\left(x_{0}\right)-f^{*}+\frac{\gamma_{0}}{2}\left\|x_{0}-x^{*}\right\|^{2}\right)+ \\
& +C_{k}\left(\frac{5 \tau^{2} L}{64}+\frac{\delta^{2}}{4 \tau^{2} L}\right)+\tau^{2} L,
\end{aligned}
$$

where $\psi_{k} \leq \min \left\{\left(1-\frac{\sqrt{\kappa}}{8 m}\right)^{k},\left(1+\frac{k}{16 m} \sqrt{\frac{\gamma_{0}}{L}}\right)^{-2}\right\}, C_{k} \leq \min \left\{k, \frac{8 m}{\sqrt{\kappa}}\right\}$.
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For $\mu>0$ to obtain the accuracy $\varepsilon$ we need to choose on average
$N=O\left(m \sqrt{\frac{L}{\mu}} \ln \left(\frac{\mu R^{2}}{\varepsilon}\right)\right), \quad \tau=O\left(\sqrt{\frac{\varepsilon}{m L} \sqrt{\frac{\mu}{L}}}\right), \quad \delta=O\left(\frac{\varepsilon}{m} \sqrt{\frac{\mu}{L}}\right)$

## Discussion

(1) We have considered two random gradient-free methods with error in the oracle value: gradient-type scheme and fast-gradient-type scheme.

## Discussion

(1) We have considered two random gradient-free methods with error in the oracle value: gradient-type scheme and fast-gradient-type scheme.
(2) We have obtained their mean rate of convergence and bounds on the oracle error $(\mu=0)$ :

$$
\begin{gathered}
\text { PGM }: \quad N=O\left(\frac{m L R^{2}}{\varepsilon}\right), \quad \delta=O\left(\frac{\varepsilon}{m}\right) . \\
\text { FGM : } \quad N=O\left(m \sqrt{\frac{L R^{2}}{\varepsilon}}\right), \quad \delta=O\left(\frac{\varepsilon}{m} \sqrt{\frac{\varepsilon}{L R^{2}}}\right) .
\end{gathered}
$$

## Outline

(1) Learning problem formulation
(2) Random gradient-free methods with inexact oracle
(3) Bi-level method for learning problem

## Recall the problem

$$
\begin{aligned}
& f(\varphi)=\frac{1}{Q} \sum_{q=1}^{Q}\left\|\left(A_{q} \pi_{q}^{*}(\varphi)+b_{q}\right)_{+}\right\|_{2}^{2} \rightarrow \min \\
& \pi_{q}^{*}(\varphi)=\alpha\left[I-(1-\alpha) P_{q}^{T}(\varphi)\right]^{-1} \pi_{q}^{0}(\varphi) \Leftrightarrow\left\|\pi-\pi_{q}^{*}(\varphi)\right\|_{1} \rightarrow \min
\end{aligned}
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To obtain vector $\tilde{\pi}_{q}^{N}(\varphi)$ s.t. $\left\|\tilde{\pi}_{q}^{N}(\varphi)-\pi_{q}^{*}(\varphi)\right\|_{1} \leq \Delta$ we need $\frac{s_{q}\left(p_{q}+n_{q}\right)}{\alpha} \ln \frac{2}{\Delta}$ a.o. and
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To obtain vector $\tilde{\pi}_{q}^{N}(\varphi)$ s.t. $\left\|\tilde{\pi}_{q}^{N}(\varphi)-\pi_{q}^{*}(\varphi)\right\|_{1} \leq \Delta$ we need $\frac{s_{q}\left(p_{q}+n_{q}\right)}{\alpha} \ln \frac{2}{\Delta}$ a.o. and

$$
f_{\delta}(\varphi)=\frac{1}{Q} \sum_{q=1}^{Q}\left\|\left(A_{q} \tilde{\pi}_{q}^{N}(\varphi)+b_{q}\right)_{+}\right\|_{2}^{2}
$$

satisfies $\left|f_{\delta}(\varphi)-f(\varphi)\right| \leq \Delta \sqrt{2 r}(2 \sqrt{2 r}+2 b)$.

## Recall the problem

$$
\begin{aligned}
& f(\varphi)=\frac{1}{Q} \sum_{q=1}^{Q}\left\|\left(A_{q} \pi_{q}^{*}(\varphi)+b_{q}\right)_{+}\right\|_{2}^{2} \rightarrow \min \\
& \pi_{q}^{*}(\varphi)=\alpha\left[I-(1-\alpha) P_{q}^{T}(\varphi)\right]^{-1} \pi_{q}^{0}(\varphi) \Leftrightarrow\left\|\pi-\pi_{q}^{*}(\varphi)\right\|_{1} \rightarrow \min
\end{aligned}
$$

To obtain vector $\tilde{\pi}_{q}^{N}(\varphi)$ s.t. $\left\|\tilde{\pi}_{q}^{N}(\varphi)-\pi_{q}^{*}(\varphi)\right\|_{1} \leq \Delta$ we need $\frac{s_{q}\left(p_{q}+n_{q}\right)}{\alpha} \ln \frac{2}{\Delta}$ a.o. and

$$
f_{\delta}(\varphi)=\frac{1}{Q} \sum_{q=1}^{Q}\left\|\left(A_{q} \tilde{\pi}_{q}^{N}(\varphi)+b_{q}\right)_{+}\right\|_{2}^{2}
$$

satisfies $\left|f_{\delta}(\varphi)-f(\varphi)\right| \leq \Delta \sqrt{2 r}(2 \sqrt{2 r}+2 b)$.
Idea: use [Nemirovski, Nesterov, 2012] to calculate $f_{\delta}(\varphi)$, then use the gradient-type method to make the step using $g_{\mu, \delta}(\varphi)$.

## The method
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Fast-gradient-type scheme would give

$$
O\left(m n s Q \sqrt{\frac{L R^{2}}{\alpha^{2} \varepsilon}} \ln \left((r+b \sqrt{r}) \frac{m R L}{\varepsilon}\right)\right) .
$$

## Discussion

Problems
(1) $f(\varphi)$ is generally non-convex and we have only local convergence. We have some ideas by Yu. Nesterov on how to reformulate the problem and have convex optimization problem.

## Discussion

Problems
(1) $f(\varphi)$ is generally non-convex and we have only local convergence. We have some ideas by Yu. Nesterov on how to reformulate the problem and have convex optimization problem.
(2) For now we proved convergence rate fast-gradient-type gradient-free method only for independent random error. We are trying to obtain more general result.

## Discussion

Problems
(1) $f(\varphi)$ is generally non-convex and we have only local convergence. We have some ideas by Yu. Nesterov on how to reformulate the problem and have convex optimization problem.
(2) For now we proved convergence rate fast-gradient-type gradient-free method only for independent random error. We are trying to obtain more general result.
(3) Unknown or large $L$. We are trying to use idea of double smoothing from [Duchi, Jordan, Wainwright, Wibisono, 2014].

## Thank you!

