
Study of Coordinated Scheduling and 

Transportation based on Serial-batching 

Dr. Jun Pei 

School of Management, Hefei University of Technology, China 
Center for Applied Optimization, University of Florida 

13rd May 2017 



Outline Outline 

Basic batch scheduling 

Supply Chain Scheduling with Non-identical Job 

Sizes and Release Times 

Supply Chain Scheduling with Multiple 

Manufacturers 

Supply Chain Scheduling with Arbitrary Machine 

Breakdown 

1  

2  

3 

4 



1 Basic batch scheduling 

Background 

Extrusion Factory: Aging Factory ： 



1 Basic batch scheduling 

Background 

Parallel batch:  The jobs are processed  simultaneously in their belonged batch 

Serial batch: The jobs are processed  one after another in their belonged batch 

Parallel-batch processing machine Serial-batch processing machine 



1 Basic batch scheduling 

Traditional job processing way 

Jobs assignment Jobs sequencing 

Jobs sequencing 

Batch processing way 

Batches assignment Batches sequencing 

Jobs batching 

Difference between traditional job processing way and batch processing way 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

TransportationSupplier

. 
. 

.
Manufacturer

(1) The jobs arriving dynamically at the supplier are to be processed on a serial batching 

machine in the form of serial bathes. 

(2)  After completed in the supplier, a batch is transported from the supplier to the 

manufacturer immediately for further processing. 

(3) After one batch arriving at the manufacturer, the jobs in the batch are processed on a 

parallel batching machine in the form of parallel batches. 

 

𝑺 → 𝑴 𝒓𝒊,  𝒔𝒊 ≤ 𝒄, 𝒔 − 𝒃𝒂𝒕𝒄𝒉, 𝒑 − 𝒃𝒂𝒕𝒄𝒉, 𝑻

𝑱𝒊𝝐𝒃𝒌

𝑪𝒎𝒂𝒙 
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Job Sizes and Release Times 

Mixed integer programming model (1) 
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Mixed integer programming model (1) 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Theorem 2.1.1 The problem 𝑺 → 𝑴 𝒓𝒊,  𝒔𝒊 ≤ 𝒄, 𝒔 − 𝒃𝒂𝒕𝒄𝒉, 𝒑 − 𝒃𝒂𝒕𝒄𝒉, 𝑻𝑱𝒊𝝐𝒃𝒌
𝑪𝒎𝒂𝒙                                                                 

is strongly NP-hard. 

 

Proof:  3-PARTITION problem. 
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2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Lemma 2.1.1. The solution of any schedule remains unchanged when any two jobs are swapped 

in a batch.   

Corollary 2.1.1. If the jobs within a batch are processed on the supplier’s machine in non-

decreasing order of release time, then the updated schedule still remains optimal. 

General problem 

Jobs sequencing argument 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Lemma 2.1.2. There exists an optimal schedule such that all batches are processed on the 

supplier’s machine in non-decreasing order of ready time, which is equal to the largest release 

time of jobs contained in the batch. 

General problem 

Batches sequencing argument 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Lemma 2.1.3. Given a schedule 𝐺 , 𝐺 = ⋯ , 𝑏𝑘 , 𝑏𝑘+1, ⋯ ,if  𝑏𝑘+1 = 𝐽𝑗 𝑗 = 1,2,⋯ , 𝑛  ,  

𝑆1𝑘 < 𝑟𝑗 < 𝑆1𝑘 + 𝑠, and   𝑠𝑖 + 𝑠𝑗 ≤ 𝑐𝐽𝑖∈𝑏𝑘
  , then the solution of the schedule can be improved 

after  𝐽𝑗  is placed into 𝑏𝑘 . 

 

Lemma 2.1.4. Suppose any two neighbor batches 𝑏𝑘 and 𝑏𝑓 are processed on the supplier’s 

machine in an optimal schedule  𝜋∗. If  𝑆1𝑘 > 𝑆1𝑓, then 𝑆2𝑘 > 𝑆2𝑓. 

General problem 

Jobs batching argument 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Lemma 2.1.5.  For the identical-release-time case, if there exist 𝐿∗ batches in an optimal 

schedule  𝜋∗, then 𝐶𝑚𝑎𝑥 𝜋
∗ = 𝑟 + 𝐿∗ ∙ 𝑠 +  𝑝𝑖 + 𝑇 + 𝑃

𝑛
𝑖=1 . 

Corollary 2.1.3.  For the identical-release-time case, if there exist L batches in a feasible 

schedule 𝜋, then  𝐶𝑚𝑎𝑥 𝜋 ≥ 𝑟 + 𝐿 ∙ 𝑠 +  𝑝𝑖 + 𝑇 + 𝑃
𝑛
𝑖=1 . 

Corollary 2.1.4.  For the identical-release-time case, 𝐶𝑚𝑎𝑥 ≥ 𝑟 +  
𝑠𝑖

𝑐
𝑛
𝑖=1 ∙ 𝑠 +  𝑝𝑖 + 𝑇 + 𝑃

𝑛
𝑖=1  

Identical-release-time case 

Relationship between the number of batches 

and the makespan 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Lemma 2.1.6. For the identical-release-time case, there exists a feasible schedule 𝜋  with no 

additional idle time during the production and transportation. The less the number of batches is, 

the better the solution is.  

Identical-release-time case 

Relationship between the number of batches 

and the makespan 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Corollary 2.1.5. For the identical-release-time case, the optimal schedule should have the 

minimum number of batches among all feasible schedules. 

Lemma 2.1.7. For the identical-release-time case, considering any two batches in an optimal 

schedule, the solution remains unchanged after these two batches are swapped on the supplier’s 

machine. 

Identical-release-time case 

Relationship between the number of batches 

and the makespan 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

A two-phase heuristic algorithm 

Based on structural properties 
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Job Sizes and Release Times 

A two-phase heuristic algorithm 



2 Supply Chain Scheduling with Non-identical 
Job Sizes and Release Times 

Computational experiments 

Performance  Evaluation Index 
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Computational experiments 

Comparison of the average gap percentage on small-size problems by different heuristics   

𝑪 = 𝟐𝟓  
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Job Sizes and Release Times 

Computational experiments 

Comparison of the average gap percentage on large-size problems by different heuristics   

𝑪 = 𝟐𝟓  
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Computational experiments 

Comparison of the average gap percentage on small-size problems by different heuristics   
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Computational experiments 

Comparison of the average gap percentage on small-size problems by different heuristics   

𝑪 = 𝟑𝟓  



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
𝑴 → 𝑪,𝒎 𝒄𝒋 = 𝒄, 𝒕𝒌 = 𝑻𝒋,  𝒔𝒊 ≤ 𝒄

𝑱𝒊𝝐𝒃𝒌

𝑪𝒎𝒂𝒙 

(1) In the manufacturing stage, jobs are processed on the serial batching machines of 

multiple manufacturers.  

(2)  In the transportation stage, all batches are transported by vehicles from multiple 

manufactures to the customer for further processing.. 

TransportationManufacturers

. .
 .

Customer

. .
 .

Manufacturer 1

Manufacturer 2

Manufacturer m

. .
 .



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
Mixed integer programming model (2) 



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 

Lemma 2.2.1. There exists a schedule 𝜋 = 𝑏1, 𝑏2, ⋯ , 𝑏𝑓 ,⋯ , 𝑏𝑔, ⋯ , 𝑏ℎ  for the problem 𝜓, in 

which the solutions remain unchanged when: (1) any two jobs in a batch are swapped; (2) any 

two batches processed on the same manufacturer’s machine are swapped; (3) any two jobs in 

different batches processed on the same manufacturer’s machine are swapped. 

Jobs sequencing and batches sequencing argument 



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 

Corollary 2.2.1. The maximum completion time of all jobs on the machine of the manufacturer is 

𝐶𝑗 =  𝑃𝑘 + 𝑡 ∙ ℎ𝑗 𝑗 = 1,2,⋯ ,𝑚
ℎ𝑗
𝑘=1  . 

Lemma 2.2.2. The sum of maximum completion time of all jobs on the machines of all 

manufacturers is  𝐶𝑗 = 𝑡 ∙ ℎ +  𝑝𝑖
𝑁
𝑖=1

𝑚
𝑗=1 . 

Relationship between the number of batches and the 

makespan 



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 Modified 

Gravitational 

Search 

Algorithm 

 Encoding correction

  Meeting end of criterion

Y

N

Return best solution

Begin

End

Randomized Initialization

 -Jobs batching using batching mechanism DP H

( ), ( ), ( ) 1,2,...,iUpdating best t worst t and M t for i Q

Fitness evaluation of the objects

  Optimal individual preservation

      Computation of the total force in different directions

    Computation of acceleration and velocity

 '  Updating objects position

Local search



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
Batching mechanism DP-H  



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
Batching mechanism DP-H  

Find a optimal combination  

from all job types  

Using DP 

Execute the maximum times  

based on the left jobs  

in each type  

Update and Judge 

Loop 



3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
Computational experiments 

Performance  Evaluation Index 

max 100%
H

H

C LB
Gap

LB


 

𝐿𝐵 =
 𝑝𝑖 + 𝑡 ∙  𝑠𝑖/𝑐

𝑁
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3 Supply Chain Scheduling with Multiple 
Manufacturers 

 
Computational experiments 

The average error ratios for each problem with different number of jobs type 
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Computational experiments 

The maximum error ratios for each problem with different number of jobs type 
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 Computational experiments 
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 Computational experiments 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

(1) There is a set of jobs to be processed in two parallel manufacturers and then 

transported to a customer. 

(2)  Machine breakdown may occur during the scheduling period, and the information of 

the breakdown will be transmitted to the center of production management 

immediately by RFID based on IoT.  

𝑺 → 𝑴 𝒓𝒊,  𝒔𝒊 ≤ 𝒄, 𝒔 − 𝒃𝒂𝒕𝒄𝒉, 𝒖𝒂, 𝑻

𝑱𝒊𝝐𝒃𝒌

𝑪𝒎𝒂𝒙 

TransportationManufacturers Customer

Manufacturer 1

Manufacturer 2

RFID

RFID

Production 

Management

Machine breakdown

Machine breakdown

Internet of Things



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Mixed integer programming model (3) 

Minimize  

𝐶𝑚𝑎𝑥                                                                                                                                               (1)                                                                                                                           

Subject to  

 𝑥𝑖𝑘

ℎ

𝑘=1

= 1,                𝑖 = 1,2,⋯ , 𝑛                                                                                                             (2) 

 𝑠𝑖

𝑛

𝑖=1

∙ 𝑥𝑖𝑘 ≤ 𝑐, 𝑘 = 1,2,⋯ , ℎ                                                                                                             (3) 

 𝑧𝑘𝑗

2

𝑗=1

= 1,               𝑘 = 1,2, ⋯ , ℎ                                                                                                     (4) 

ℎ𝑗 =  𝑧𝑘𝑗

ℎ

𝑘=1

,               𝑗 = 1,2                                                                                                                      (5) 

ℎ =  ℎ𝑗

2

𝑗=1

                                                                                                                                                       (6) 

 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Mixed integer programming model (3) 

𝑆1𝑘𝑗 ≥ max
𝐽 𝑖∈𝑏𝑘

 𝑟𝑖 + 𝑔𝑘𝑠,                    𝑘 = 1,2,⋯ , ℎ,   𝑗 = 1,2                                                                  (7)  

𝐶1𝑘𝑗 ≥ 𝑆1𝑘𝑗 +  𝑥𝑖𝑘
𝑛
𝑖=1 ∙ 𝑝𝑖 ,          𝑘 = 1,2,⋯ , ℎ,   𝑗 = 1,2                                                                    (8)                                

𝑣𝑘𝑗𝑙  𝑑𝑗𝑙 − 𝑆1𝑘𝑗   𝐶1𝑘𝑗 − 𝑒𝑗𝑙  ≥ 0,       𝑘 = 1,2,⋯ , ℎ,   𝑗 = 1,2,   𝑙 = 1,2,⋯ , 𝑚𝑗                              (9) 

𝐶2𝑘𝑗 = 𝐶1𝑘𝑗 + 𝑔𝑘𝑇,    𝑘 = 1,2, ⋯ , ℎ,   𝑗 = 1,2                                                                                       (10)                                          

𝑔𝑓𝐶1𝑘𝑗 − 𝐶1𝑓𝑗 + 𝑃𝑓 + 𝑔𝑓𝑠 −  1 − 𝑦𝑘𝑓𝑗  𝑀 ≤ 0,     

                                                               𝑘 = 1,2,⋯ , ℎ, 𝑓 = 1,2,⋯ , ℎ, 𝑗 = 1,2,   𝑘 ≠ 𝑓       (11) 

  

𝐶𝑗 ≥ 𝑠 ∙ ℎ𝑗 +  𝑧𝑘𝑗
ℎ
𝑘=1 ∙ 𝑃𝑘 +   𝑒𝑗𝑙 − 𝑑𝑗𝑙  

𝑚 𝑗

𝑙=1
,       𝑗 = 1,2                                                              (12) 

𝐶𝑚𝑎𝑥 ≥ 𝐶𝑗 + 𝑇,       𝑗 = 1,2                                                                                                                       (13)  

𝑥𝑖𝑘 , 𝑦𝑘𝑓𝑗 , 𝑧𝑘𝑗 , 𝑣𝑘𝑗𝑙 ∈  0,1 ,              ∀𝑖, 𝑘, 𝑓, 𝑗, 𝑙                                                                                       (14) 

 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Lemma 2.3.1. For all schedules, the solution remains unchanged when any two jobs in a batch 

are swapped. 

Lemma 2.3.2. There exists an optimal schedule such that all jobs in each batch are processed in 

non-decreasing order of their arrival times on the machines of both manufacturers  𝑚1  and 𝑚2. 

Jobs and batches sequencing argument 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Lemma 2.3.3 In a schedule of the problem 𝜓, each batch is processed in non-decreasing order of 

ready time, which is equal to the arrival time of the last job in the batch. There exists a batch   

𝑏𝑘 = 𝐽𝑖 , ⋯ , 𝐽𝑖+𝑥 , 𝐽𝑖+𝑥+1, ⋯ , 𝐽𝑖+𝑛𝑘−1  processed in the manufacturer  𝑚𝑗 𝑗 = 1,2  , where  𝑛𝑘 ≥ 2 

and  𝑟𝑖 ≥ 𝐶1 𝑘−1 𝑗. If  𝑟𝑖+𝑛𝑘−1 > 𝑟𝑖+𝑥 + 𝑠, then the solution can be improved. 

The improvement condition 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Lemma 2.3.4. The maximum completion time of all jobs on the machine of the manufacturer j is  

𝐶𝑗 ≥  𝑃𝑘 + 𝑠 ∙ ℎ𝑗 + min
𝑖=1,⋯.𝑛

𝑟𝑖 +  𝑒𝑗𝑙 − 𝑑𝑗𝑙 𝑗 = 1,2 .
𝑚𝑗
𝑙=1

ℎ𝑗
𝑘=1  

Lemma 2.3.5. The sum of maximum completion time of all jobs on the machines of both 

manufacturers is  𝐶𝑗2
𝑗=1 ≥  𝑝𝑖 + 𝑠 ∙ ℎ

𝑛
𝑖=1 + 2 min

𝑖=1,⋯,𝑛
𝑟𝑖 +   𝑒𝑗𝑙 − 𝑑𝑗𝑙 𝑗 = 1,2 .

𝑚𝑗
𝑙=1

2
𝑗=1  

The result of the job completion times 



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Flow chart of the proposed heuristic algorithm 

Start

1Procedure

Schedule the next job

End

max ?t r
N

Y

?

Machine

breakdown
N

2Procedure

?

Both machines

break down

Y

3Procedure 4Procedure

N

5Procedure

6Procedure

, ,Update status of jobs machines and vehicles

?All jobs are scheduled

Y

N



4 Supply Chain Scheduling with Arbitrary 
Machine Breakdown 

Computational experiments 

Computational results for Ag=0.05 and MTTR=12 

MTBF and MTTR denoting the mean time of the intervals between the machine breakdowns 

and repairing the machines, and Ag= MTTR/(MTTR+MTBF)  
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Computational experiments 

Computational results for Ag=0.05 and MTTR=36 
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Computational experiments 

Computational results for Ag=0.1 and MTTR=12 
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Computational experiments 

Computational results for Ag=0.1 and MTTR=36 



Thank you! 


