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1 Basic batch scheduling
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1 Basic batch scheduling

Parallel batch: The jobs are processed simultaneously in their belonged batch

Serial batch: The jobs are processed one after another in their belonged batch

Parallel-batch processing machine Serial-batch processing machine




1 Basic batch scheduling

leference between traditional job processing way and batch processing way

e
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2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

S->M|r;, z s; < c,s— batch,p — batch, T

Jieby

Cmax

AZZ | e

Supplier Transportation Manufacturer

(1) The jobs arriving dynamically at the supplier are to be processed on a serial batching
machine in the form of serial bathes.

(2) After completed in the supplier, a batch is transported from the supplier to the
manufacturer immediately for further processing.

(3) After one batch arriving at the manufacturer, the jobs in the batch are processed on a

parallel batching machine in the form of parallel batches.




2 Supply Chain Scheduling with Non-identical
Inh Qizac ang Release Times

Mixed integer programming model (1)
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2 Supply Chain Scheduling with Non-identical

Inlhh Civac nnd Release Times

Mixed integer programming model (1)
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Inlhh Civac nnd Release Times
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2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

Theorem 2.1.1 The problem S - M|ry )., Si < ¢ s — batch,p — batch,T|Cyqx

Is strongly NP-hard.

Proof: 3-PARTITION problem.

setup setup

A A, A A,
v v v v
supptier: [ AT o B o
. \J Y
Isrzg:)?izrrtit:?\;l]énufacturer) A A C Ars A
2a 4a 6a 2(h-1)a 2ha 2(h+Da
\J y \J y

Manufacturer : A A, LI A A,

4a 6a 8a 2ha 2(h+Da 2(h+2)a




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

General problem

lLemma 2.1.1. The solution of any schedule remains unchanged when any two jobs are swapped

in a batch.

Corollary 2.1.1. If the jobs within a batch are processed on the supplier’s machine in non-

decreasing order of release time, then the updated schedule still remains optimal.




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

General problem

Lemma 2.1.2. There exists an optimal schedule such that all batches are processed on the
supplier’s machine in non-decreasing order of ready time, which is equal to the largest release

time of jobs contained in the batch.




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

General problem

Lemma 2.1.3. Given a schedule G, G = {--,by,bgi1,},if  bryr = {;}G =12,-,n),
Sie <17 < Sy +s,and X ep, Si + 55 < ¢, then the solution of the schedule can be improved

after J; is placed into by .

Lemma 2.1.4. Suppose any two neighbor batches b, and b are processed on the suppliers

machine in an optimal schedule 7*. If S;; > S;¢, then Sy, > S5




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

Identical-release-time case

Lemma 2.1.5. For the identical-release-time case, if there exist L* batches in an optimal
schedule 7*, then Cppox(m*) =r+ L* s+ X, p; + T + P.
Corollary 2.1.3. For the identical-release-time case, if there exist L batches in a feasible

schedule , then Cpp(m) =r+L-s+ X% p; + T+ P.

Si

Corollary 2.1.4. For the identical-release-time case, C,qr =7 + [Z?ﬂ?] s+ Y pi+T+P




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

Identical-release-time case

Lemma 2.1.6. For the identical-release-time case, there exists a feasible schedule = with no
additional idle time during the production and transportation. The less the number of batches is,

the better the solution is.

REIAUONSITIPNOETWEETIRU




2 Supply Chain Scheduling with Non-identical
Job Sizes and Release Times

Ildentical-release-time case

Corollary 2.1.5. For the identical-release-time case, the optimal schedule should have the

inimum number of batches among all feasible schedules.

LLemma 2.1.7. For the identical-release-time case, considering any two batches in an optimal
schedule, the solution remains unchanged after these two batches are swapped on the supplier s

machine.

REIAUONSITIPNOETWEETIRU




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

A two-phase heuristic algorithm

Phase 1:+
Step 11 Set_k=1. B=¢g , §'=0, S,=5,P=0, t=5. U)=J

Tudge whether eachjobin K(f) isplacedinto & asthe job sequmu:e.lfﬁlm

Aty =1{J, |r =1}, and E()=0U(0"AT) . Idex jobs in I7(F) , AT, ajob satisfying that 5% +35 <¢ and 7 a5+, where 0@ <1, then go to step 6.

Otherwize, go to step 7.4 /

Sep 6 St b=bU{J}, 5 =5 +5 =P +p, ad 5, =t Update U7(1),

K(f) asmule ERT-DS-LPT respectively +

StepZ: If t=r, . zotophasel Otheawise, gotostep 3.+

and goto step £+

/Sﬁe‘pi’/::fudge whether each job i A() is placed into &, as the job sequence until the last
Sy 7 Processbatcth b, B=FBJb Set t=t+5+P  and O, =1.If U(f)=¢,thm

job. If 5%+5 Z¢. then B =8UJLJ}. §=5"=+s5., and P* =P +p . Update

\U[ﬁj . Af), and K(f) +

Stepd:  If 5% =c, gotostep 7. Otherwise, gotoitep 5.+

stop. Otherwise, k=K<, b =@, 55 =0, P*=0, andgotostep 2.+

Swepd: Set {=max{mip '_;‘_:|J_: e U0y, &, =1 . Update A7) and K(f),and goto

step 2.+




2 Supply Chain Scheduling with Non-identical

Job Sizes and Release Times

A two-phase heuristic algorithm

Phase2:+
Stepl:  Indexjobsin U(1) asmle DS-IPT. Set O =Kk, and k=/k+1.Place the firstjob of

U(f) nto_b . andupdate L7(f). +

Step2: If U(t)= ¢, stop. Otherwise, go to step 3 +
Step 3: _I=1+]1 Forthe ithjob concemed, place it nto the lowest indexed batch, in which the

sum size of the jobs does not exceed ¢—5, and the index iz larger than (. Update

U(f), gotostep 2.+

After all the jobs are formed ito batches m phase 1 and phase 2, the generated batches are
processed as their generating sequence in bothphases basedonLenmmaz 2,4, and 7.+




2 Supply Chain Scheduling with Non-identical
Job Sizes and Release Times

Computational experiments

@LQ, LB,}=max{r +[Zn:si/c—‘.s+zn: p.+T+P,r. +s+ lpzin {p.}+T +{Zsi /c—‘- P}
i=1 i=1 1=H 2 i=1
H —
Gap,, = =B 1009
LB

PERORTIaNCe = Val UationM ncex




2 Supply Chain Scheduling with Non-identical
Job Sizes and Release Times

Computational experiments

Small size problems
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=
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=i
=
T 6.00%
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0.00%
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#®MFF | 14.09% 4.50% 4.97%
#MBF | 12.43% 3.63% 4.19%
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loh Sizes and Release Times

Computational experiments

Large size problems

Averagegap
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Computational experiments

Small size problems
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2 Supply Chain Scheduling with Non-identical
Job Sizes and Release Times

Computational experiments

Large size problems
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3 Supply Chain Scheduling with Multiple

Manufacturers

Cmax

M- Cm cj=c,tk=Tj,25iSc

Jieby

Manufacturer 1 AEE: > W ,\
Manufacturer 2 EE: ) (ﬁ. —) m

Manufac.turerm AAAE > W

Manufacturers Transportation Customer

(1) In the manufacturing stage, jobs are processed on the serial batching machines of

multiple manufacturers.
(2) In the transportation stage, all batches are transported by vehicles from multiple

manufactures to the customer for further processing..



3 Supply Chain Scheduling with Multiple

Manufa

Mixed integer programming model (2)

Sieen; Z G+, L2, k112,

Minimize: C__  # (1)e

Ch =S+ %, -p. 12, k=12, .,
Subjecttoe “ =

S =Gy L2, =12, s

h
> =112, N @)
k=1
Cp=5.+T. k=12, h=11__m.
v
5. X, e, k=12, _he (3)¢
=1

E
Cl=t-h+>w, B =12 . m
=1

(4) G =G +B+1—(—2IM=<0 k=12, h 12, b =12, ks f

C_=C'+T, =12 .m. (16).
(5)e - i FLI.m
x, {01, Wik B (17
(6)¢
¥ ef0l, il (18).
: (7)e .
b= Wy j=12..m ¢ 2= {01, VEFjn (19).
k=1
h= Zhj B (8)e w, e{01}, vE ;. {20)..
Jj=1

d ={0.1}, vkr. 213




3 Supply Chain Scheduling with Multiple

Manufacturers

Lemma 2.2.1. There exists a schedule @ = (by, by, -, by, -+, by, -+, by,) for the problem 1, in
which the solutions remain unchanged when: (1) any two jobs in a batch are swapped; (2) any
two batches processed on the same manufacturer’s machine are swapped; (3) any two jobs in

different batches processed on the same manufacturer s machine are swapped.

JOWSISEGUETCINGaNGNI2LCHNESISECUENCINGaRGUITIEN




3 Supply Chain Scheduling with Multiple

Manufacturers

Corollary 2.2.1. The maximum completion time of all jobs on the machine of the manufacturer is
h.
=Y. L P tt-h(G=12-,m).

Lemma 2.2.2. The sum of maximum completion time of all jobs on the machines of all

manufacturers is Y72, C/ =t - h + X, p;.




3 Supply Chain Scheduling with Multiple

agm Randomized Initialization
Modified i
Encoding correction ’<‘

Gravitational v —
(Jobs batching using batching mechanism DP-H >

Search v

Fitness evaluation of the objects

v

Updating best(t), worst(t), and M, (t) fori =12,..., Q

v

Optimal individual preservation

v

Computation of the total force in different directions

v

Computation of acceleration and velocity

v

Updating objects' position

v

Local search

Algorithm

Meeting end of criterion

Return best solution




3 Supply Chain Scheduling with Multiple

Batching mechanism DP-H

Step 1: Initialize the job zet J (j=12__.m) of all jobs to be processed in each

mamifachirer according to the position sequence values of the objects. The mamber of the jobs m

J' iz represzented by w  (j=12,.._.m), ZH’ =N . Caloulate the jobz mumber
xa’ xa’ ;-] rxa

w(I=12__mj=12__m) of each type to be procesmed in the j-th manufachwer g=0,
Step2: g=g+1. Apply dynamic progranuming algorithm to obtain an optimal combination O,
from J¢ as a batch. The fimction value of the maximnmm used capacity of the machine capacity
V within the first { jobs is denoted by_g(i V), which is attamed from those partial schedules

associated with state (V) for 1={=# and 12v=c. The details of dynamic programming

Foreach 7 fromlupto # do+
Foreach v fromlupto ¢ do+
g(iv)=10 +
¢ Flecursive equations+

oreach i fromluptoe # do+

Manufacturers

Foreach v fromlupto ¢ do+

i—1,9). =y
gLy, 5>V,

gliv) =‘{ max{ g(i—Lv).g(i—Lv—g)+s5}. ese

The optimal soltion value is equal tog (¥’ _.c), and the comrespanding schedule can be found by

backtracking.+
Step 3: Calculate the jobs mmmber of each type in_ O, , respectively. Dencte the munber as
K (=12, .m)
Step 4: Calculate the exeationmenber arc ofthe combination Uc o+
d,= min_[n/k |

Step 5:Update ' _ n' ,and w'(i=12, . #n) .+

Jo=J /J% wheretheset J¥ representsthejobs ofall combinations of O, +

W, -n 43K
Foreach ! fromlupto # do+

n =nl_"—d¢-k; o

Step 6:1f .J' =, go to step 7: otherwise, go to step 2.+

denotes the jobs combination of the x-th iteration and the second cohmm &, (x=1.2, . g)

represents themumber o fthe jobs combinationo f the x-th iteration +'




3 Supply Chain Scheduling with Multiple

Manufacturers

Batching mechanism DP-H

from all job types
Using DP

B
Execute the maximum times
based on the left jobs Loop

in each type

]

[ Update and Judge

[ Find a optimal combination }




3 Supply Chain Scheduling with Multiple
Manufacturers

Computational experiments

Lipi 4+t |2 si/c|+ min T
LB — 1_1,2,...’m

m

H J—
Gap,, = Com —LB x100%
LB

REROLMaNCEN =Vl UL O NGIEX:




3 Supply Chain Scheduling with Multiple
Manufacturers

Computational experiments
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3 Supply Chain Scheduling with Multiple
Manufacturers

Computational experiments
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Manufacturers

Computational experiments
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Computational experiments
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4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

S->M|r, Z si < c¢,s — batch,ua,T| C,,qx
Jiebg
Machine breakdown
o 0 0 " |
|
| s
| ol |
| | |
# v Manufacturer 1 % }:> % \
-7 L]
i - | A
Production [imemetof Tings | m
Management v |
\\ I |
i } | /
! ' Manufacturer 2 @ = %
| < 7V {jjm—
|
e
 Machinebreakdown
Manufacturers Transportation Customer

(1) There is a set of jobs to be processed in two parallel manufacturers and then

transported to a customer.
(2) Machine breakdown may occur during the scheduling period, and the information of

the breakdown will be transmitted to the center of production management

immediately by RFID based on loT.



4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

Mixed integer programming model (3)

Minimize

Cmax (1)

Xy =1, i=12-,n 2)

Si " Xy = C, k=12,--,h 3)

Z =1, k=12, h 4)

h
By :sz,-, j=12 )

k=
h=ihj (6)




4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

Mixed integer programming model (3)

Slkj erne%x{ri} + gr S, k = 1,2,"',h, ] = 112 (7)
i<l

Cigj = Stkj + Xi=t X "Dy k=12,,h, j=12 (8)

it (dy =S )(Cuy —€1) 20, k=12,-,h, j=12, [=12,-,m (9)

Cij = Clkj + ng, k = 1,2,"',h, ] = 1,2 (10)

9rCuj — Cipj + P+ grs — (L= )M <0,
k=12-h f=12-,h j=12, k#f (11

O>s h+3h iz P+Y (e —dy), j=12 (12)

Cogy =C +T, j=1.2 (13)
Xite» Yifi» Zkj» Vit € 10,1}, Vi, k, f, )l (14)




4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

LLemma 2.3.1. For all schedules, the solution remains unchanged when any two jobs in a batch
are swapped.
LLemma 2.3.2. There exists an optimal schedule such that all jobs in each batch are processed in

non-decreasing order of their arrival times on the machines of both manufacturers m,; and m,.




4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

LLemma 2.3.3 In a schedule of the problem 1, each batch is processed in non-decreasing order of

ready time, which is equal to the arrival time of the last job in the batch. There exists a batch
be =i Jivxr Jivx+1r - Jivne—1) Processed in the manufacturer m;(j = 1,2) , where n; > 2

and 7; = Cqg—1)j. If Tign,—1 > iy + s, then the solution can be improved.

INENMIPROVEMENECONGIWON




4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

LLemma 2.3.4. The maximum completion time of all jobs on the machine of the manufacturer j is
: h; ; m; i

2 By Pt sl + min () + (0 = ) = 1.2)

Lemma 2.3.5. The sum of maximum completion time of all jobs on the machines of both

manufacturers is 5., C/ = YL p; +s-h+2 iffi-pn(ri) + 2‘,?:12:1"1(%-1 —d;;)(j = 12).

INEESUI BOIRLTEY OICOMIIEUONITUITIES




4 Supply Chain Scheduling with Arbitrary

Start

Machin&reakdown

Procedure 1

I

» Schedule the next job

i

Procedure 5

.

Procedure 6

Procedure 2 Procedure 3 Procedure 4

v v v

Update status of jobs, machines, and vehicles




4 Supply Chain Scheduling with Arbitrary

Machine Breakdown

Computational experiments

LT 1 T
80, 00% |
R
S =2
. 25.00% ———\—\ N \ Emme m §
g 8 3
B 90.00% Yo\ X\p N N
2 X \
S 15.00% Y\ N\ \ B \
o N N
< 10.00% ——XF——Nn——Ng— N \
X X
5.00% —E=NV =N m N N N
§§ E\\
= ==
400 800
w~Heristic H| 3.61% | 4.09% | 3.17% | 3.03% | 3.10% | 3.74% | 2.81%
=0S S.59% | 6.43% | 5.15% | 4. 75% | 4.14% | 4.22% | 4. 60%
=FIFO 5.60% | 5.78% | 4 16% | 3.66% | 4 23% | 3.86% | 3.54%
% SPT 28. 02% | 29. 04% | 25. 70% | 27. 12% | 28. 55% | 28. 74% | 29. 77%
% LPT 22. 04% | 22. 16% | 23. 65% | 26. 73% | 27. 86% | 27. 49% | 28. 98%

Computational SRESUIS TORAG=U.UsranOiVIMN iR =12
MTBF and MTTR denoting the mean time of the intervals between the machine breakdowns
and repairing the machines, and Ag= MTTR/(MTTR+MTBF)

%
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