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Abstract 

Information theory arises in learning network methodology and analysis in 

three ways that we discuss. First in the formulation of description-length 

methods (such as complexity penalized least squares) for estimation of the 

network and its associated resolvability bound on statistical risk. Second in 

the determination of optimal rates of function estimation for these classes of 

functions. Third in the demonstration of the relationship between Gaussian 

complexity and metric entropy. 

 


