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Abstract 

In Machine Learning and Optimization community there are two main approaches for convex 

risk minimization problem: Stochastic Averaging (SA) and Sample Average Approximation 

(SAA). At the moment, it is known that both approaches are on average equivalent (up to a 

logarithmic factor) in terms of oracle complexity (required number of stochastic gradient 

evaluations). What is the situation with total complexity? The answer depends on specific 

problem. However, generally SA is assumed to be better than SAA. In this paper we show that 

SAA may outperform SA in the problem of calculating an estimation for population (entropy 

regularized) Wasserstein barycenter. 
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