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CONFERENCE PROGRAM
MONDAY 07 OCTOBER
0950 OPENING CEREMONY at Conference hall “Sochi”
Chairman: Valery Kalyagin

10% — 10" Alexander Aptekarev (Keldysh Institute of Applied Mathematics) Acumnmomu-
KU peUenuti q-pasiocmuuis YpasHenut u 2unepbosuieckue 066eMmbl: 2UNOMessl U UL YUCACHHBIE
nposepK

10°° — 113°  Panos Pardalos (University of Florida). Networks (and Data Science) in Brain
Research

COFFEE BREAK
Chairman: Panos Pardalos

1290 — 1240 Dmitriy Malyshev (HSE University, Nizhny Novgorod; Moscow Institute of
Physics and Technology, Dolgoprudny). Efficient sensitivity analysis for the sparse bottleneck
path problem

12% — 13 Dmitry Mokeev (Lobachevskii State University). Path packings of cographs of
the special type

LUNCH
Chairman: Alexander Aptekarev

1439 — 159 Alexander Gasnikov (Innopolis University). Pacnpedesennas onmumusauus 6
YCAOBUAT CTONCECTNU CAARLACMDLT

1515 — 15%  Tlya Kostylev (HSE University, Nizhny Novgorod). Robustness of graphical lasso
optimization algorithm for graphical model selection problem

Chairman: Valery Kalyagin
15 — 16%°  Anna Semenova (HSE University). Network Analysis of International Conflicts
1630 — 17%  Daniil Tkachev (HSE University). New centrality indices in network analysis

1900
WELCOME BUFFET



TUESDAY 08 OCTOBER
Chairman: Alexander Aptekarev

10% — 101 Alexander Mednykh (Sobolev Institute of Mathematics). Basucwv 6 npocmpan-
cmeaT UCKPEMHHLT GHAAUMUYECKUT GYHKUUd

10° — 113°  Dmitry Gribanov (Moscow Institute of Physics and Technology, Dolgoprudnys;
HSE University, Nizhny Novgorod). Error Analysis of the Generalized Discrete Fourier Transform

COFFEE BREAK
Chairman: Dmitriy Malyshev

1290 — 1240 Liubov Tupikina (Bell Labs, Paris). Dissecting embedding methods: learning
higher-order structures from data

124 — 13  Kirill Kaymakov, Dmitry Malyshev (HSE University, Nizhny Novgorod; Moscow
Institute of Physics and Technology, Dolgoprudny). Efficient algorithm for the minimum spanning
tree problem on spaced points with the Manhattan norm

LUNCH
Chairman: Dmitry Gribanov

143% — 15! Anna Tsvetkova (Ishlinsky institute for problems in mechanics). Semiclassical
approximation for Jacobi polynomials, defined by a difference equation, and the Bessel function

15 — 15%  Tlya Mednykh (Sobolev Institute of Mathematics). Cmpyxmypa zapaxmepucmu-
wecko20 noauroma Jlanaaca 0aa yupKysamues paccioenuti epagdoes

Chairman: Alexander Mednykh

15% — 16%  Semen Nasyrov (Kazan Federal University). Kongopmmwie omobpasicenus 0dmo-
COAZHUT U 06YCEAZHYT MHO20Y20AbHUT 06AGCTNET

16 — 171 Vladimir Lysov (Keldysh Institute of Applied Mathematics) @opmyaa Kpucmoddenn—
Japby Ha UEeAOVUCAEHHDLT PEULETKAT

WEDNESDAY 09 OCTOBER

0930 BUS from Omega Sirius

TRIP TO KRASNAYA POLYANA!



THURSDAY 10 OCTOBER
Chairman: Semen Nasyrov

10% — 107 Mark Malamud (Peoples’ Friendship University of Russia). Relalions Between
Spectral Properties of a Quantum Graph and the Underlying Metric Graph

10°° — 113°  Olga Kudryavtseva (Volgograd State Technical University) and Alexey Solodov
(Moscow State University). Obo6wenue meopemo, Kroaua-Kapameodopu 6 cayuae Heckosvkus
2PAHUMHBLE HENOJGUNCHDIL MOYEK

COFFEE BREAK
Chairman: Mark Malamud

1200 — 1210 Konstantin Fedorovskiy (Moscow State University). Mwuooscecmea Kapameodopu:
KAQCCUMECKUE U HOGHLE PE3YALMAmbl

12% — 13 Kamil Biglov (Moscow Institute of Physics and Technology). Jlunwuyesa dug-
depryupyemocmv onophoti ynkyuu MHOMHCECMEA, bAUNCATIUIUE U CAMBLE DAALHUE TNOMKU MHO-
orcecms

LUNCH
Chairman: Alexander Ponomarenko

1439 — 15 Petr Koldanov (HSE University, Nizhny Novgorod). Comparative analysis of
conclusions uncertainty on connections between stocks of stock markets

151 — 15%  Alexey Grigoriev (Saratov State University). Assessing Local Degree Asymmetry
wn Complex Networks Using Friendship Index

15°0 —16%°  Yulia Martynova (New Resources LLC, Moscow). Ipuiosicenus o6pammix cnek-
MPANOHBT 30004 HA KEAHMOGHT 2padar muna <«0epecos



FRIDAY 11 OCTOBER
Chairman: Panos Pardalos

10% — 10" Andrei Savchenko (HSE University, Nizhny Novgorod). Fast Evolution Search of
Device-Specific Facial Descriptor in a SuperNet

109 — 113°  Alexander Ponomarenko (HSE University, Nizhny Novgorod). Algorithms for
Merging Delone Graph Approzimations

COFFEE BREAK
Chairman: Valery Kalyagin

1299 — 1249 Mario Rosario Guarracino (University of Cassino). Whole Graph Embedding: A
Survey of Techniques for Classification

125 — 13 Brian Daniel Bernhardt (University of Cassino). Leveraging Al for Strategic
Insights into Italian Company Growth: A Financial and Economic Analysis

13 —13%  Gleb Neshchetkin (HSE University, Nizhny Novgorod). Analysis of Task Interconnections
Using Multi-Task Learning for Five NLP Classification Tasks

1345 CLOSING CEREMONY

LUNCH
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Abstracts of the talks

AcuMNTOTUKM peleHuii ¢-pa3HOCTHBIX ypPaBHEHUN u
rurepoosimdeckne 00 beMbI: TUTIOTE3BI U UX YMCJIEHHBIE TTPOBEPKU

A. U. Anrekapes
Nucruryt npukinanuoit maremaruku nm. M. B. Kennsimma PAH

ok a1 OyJeT MOCBAINEeH aHAJMTUYECKIM aclieKTaM 3HaMeHuTo# runore3nl Kaaesa, cBs-
3pIBaONIEel THIIepPOOInYecKnii 00bEM JIONOTHEHU y3/1a B TpeXMepHoii cpepe ¢ KOMOMHATOPHDI-
MH XapaKTEePHCTUKAMH y3J1a, KOTOpble, MOI'YT OBITH IpejicTaBeHbl B Buje BKB acumnroruk
peleHuil ¢-pa3sHOCTHBIX ypaBHeHuil. B ¢BO 0vepe/ib, CBsi3b (3aMedYeHHasi, HO ellle He JOKA3aH-
Hasl) STUX ACHMITOTUK ¢ HapaMeTPU3AUsAME MpeCTaBIeHHN (DYHIAMEeHTATBHBIX TPYII Y3JI0B
(¢ Tak Ha3bBIBAEMBIMU A-MHOIOYJICHAMHE) IIO3BOJISIET CBOJUTH 3349y IIPOBEPKH PA3IUIHBIX [H-
oTe3 K aHaJu3y MOBejeHNs BeTBell anredpaniecKux pyHKITHIL.

Mur Oyzem ciretoBath Hatreit HefgasHedt pabore: A. V. Anrekapes, “T'unepbonmmaecknii 06b-
éMm 3-d MHOr00Opa3mit, A- MHOrOWIEHBI, YACIeHHBIe TpoBepKu runores”, [Ipenpuarer ITIN .
M. B. Kenxapima, 2023, 52 , 36 c.

Leveraging Al for Strategic Insights into Italian Company Growth:
A Financial and Economic Analysis

Brian Daniel Bernhardt, Chiara Marciano and Mario Rosario Guarracino
University of Cassino and Southern Lazio, Italy

Companies inherently engage with the external environment through interactions with
various stakeholders, who can significantly influence their success. Both exogenous (company
specific) and endogenous (macroeconomic and sector-related) factors contribute to this success.
Given the dynamic nature of markets, where influencing factors evolve over time and across
geographical contexts, it is imperative to utilize analytical tools that allow companies to
anticipate and understand these variables. This enables targeted interventions in strategic,
high-value areas.

This study focuses on identifying the key features that drive the growth rate of rapidly
developing Italian companies. By employing XGBoost, a powerful machine learning algorithm
known for its capability in structured data analysis and feature importance evaluation, we
aim to uncover critical financial variables that significantly impact growth. Our approach
seeks to deepen the understanding of growth drivers within the Italian business landscape
and to showcase the practical application of advanced Al techniques in financial analysis
and decision- making. Using a dataset of Italian companies, enriched with contextual data
(e.g., infrastructural indices, demographic data), we will construct networks to identify the key
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features and their impact on company performance. The ultimate goal is to discern similarities
and differences between companies with low and high Compound Annual Growth Rates, thereby
gaining insights into sector dynamics and the influence of territorial characteristics on economic
and financial outcomes.

JInnmmunieBa audpepeHnmmpyemMoCcTh OTIOPHOI (DYyHKITMY MHO>KECTBA,
OJsmm2kaiinie m camble JAaJIbHUE TOYKU MHOXKECTB

K. 3. Buryios

MockoBcknit (bU3UKO-TeXHHIECKUHT HHCTUTYT

PaccmaTpuBaeTcs omopHoe ycaIoBHe sl BBIMYKJIBIX KoMnakToB B R™. JlaHHOe ycioBue
TECHO CBSI3aHO C JIOKaJbHOU JumnimuieBoi auddepennupyeMoctbio onopuoit dpyukiuu. C ero
[OMOIIBIO JIOKA3BIBACTCs JIOKAJIbHAS JIMIIIUIEBOCTD JIjIsi OHOPHOIO JJIEMEHTA, a TaKzKe OJiu-
JKAUMINX U CaMbIX AAJIbHUX TOYE€K BBIIIYKJIOI'O KOMIIaKTa. HpI/IBe,ZLeHbI HEKOTOpbIEe MOJeJ/IbHbIE
OpuMepbl 1 BBIYUCJICHU .

MmuoxkecTtBa Kapareogopm: KJaccuieckKne M HOBBIE PE3YJIbTAThI

K. FO. ®enoporckmii

MockoBcKuii rocy1apCTBEHHBIH YHUBEPCUTET
Cankr-IlerepOyprekuii ToCyIapCTBEHHBIN YHUBEPCUTET

B noknajie, o0cHOBAaHHOM Ha HeaBHell coBMecTHOI pabore apropa u /1. Kapmonst (Memoirs
of the EMS, 2024, vol. 14), naanupyercsi IpeCTaBUTh KJIACCHYIECKHe W HOBbIE PE3YJIbTaThl O
cBoiicTBax MHOXKecTB (obmacTeil 1 kKoMnakTos) Kapareoqopn B KOMILIEKCHOHN IJIOCKOCTH. DTOT
KJIACC MHOXKECTB €CTeCTBEHHO BOSHUKAET B PA3IUYHBIX 3a/1a9aX TEOPUU TPUOJUKEHUN aHA M-
TUYECKUMU (PYHKIMSAMU, B CBA3M C BOIPOCAMHU I'DAHUYHOIO 1IOBE/IeHUsS KOHMOPMHBIX 0TOOpa-
JKeHuil, U B pgje APYyTruX aKTyaJbHbIX 3329 COBPEMEHHOI'O aHAJII3a.

PacnpeﬂeﬂeHHaﬂ OoIITUMM3ald B YCJIOBUAX CX02KECTH CJiaraeMbIX

A. B. T'acuukos
Yuusepcuter WMunononuc, MocKoBcKHit (PU3UKO-TEXHUIECKHIT HHCTUTYT

B noknazge Oyaer jan 0030p pe3yabTaToB, MOTHBUPOBAHHBIX PEITEHUEM OOJIBINTAX 33134
obydeHusT pacupeie/IeHHbIME AJITOPUTMAMHU, B KOTOPBIX JAHHBIE XPAHATCH Ha PA3HBIX YCTPOii-
CTBaX, HO UMEIOT OJIHHAKOBYIO BEPOSITHOCTHYIO TIPUPOJLY, YTO THIIHIHO /TSI TIOTABJISIONIET0 TUC-
Ja 3aa4 00yuenus. [Tocsegaee 06CTOITEbCTBO (B BULy 3aKOHA GOJIBIIMX YUCEJ U HEHTPAJIbHOI
[PeJIeIbHON TeOpeMbl) T03BOIsIeT HaMHOrO 3 deKTHBHEe PeIaTh TakKne 3aJa49i ¢ TOYKH 3pe-
HUA KOJINYeCTBaA KOMMyHHKaL[HfI. O6T)HCHH€TCH 9TO T€M, YTO B HEHTPAJBHOM Yy3Jie¢ XPaHUTCA
dbyukusa (mocuuTaHHASI HA OCHOBE MMEIOIIUXCST B 9TOM y3Jie JAHHBIX ) MOXOkKas Ha Te QYHKIIH
9TO XPAHATCS B JAPYIHX y371aX U HA 0OHIyI0 (DYHKIHNIO (TOIYJAILyIocs KaK cpeaHee apudme-
THYECKOe TOTO, YTO XPAHUTCS B Y3/1aX).
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Assessing Local Degree Asymmetry in Complex Networks
Using Friendship Index

Alexey Grigoriev
Saratov State University

We examine the behavior of a node’s nearest neighbors in terms of their average friendship
index, a measure that can reveal degree asymmetry in networks. This can be used to quantify
the “the friendship paradox” in social networks. Our analysis focuses on both real and synthetic
large, undirected scale-free graphs, where we identify limitations in the traditional friendship
index. To address these limitations, we propose a new measure, the average friendship rank,
which provides a more reliable way to characterize the behavior of nearest neighbors in networks.

Error Analysis of the Generalized Discrete Fourier

Dmitry Gribanov
HSE University, Moscow Institute of Physics and Technology

The discrete Fourier transform for sequences or vectors is a powerful and well-studied tool
for numerous algorithmic applications. The same can be said about the generalized discrete
Fourier transform (hereafter denoted as DPF), which acts on elements of the group algebra
C[G], where G is an arbitrary finite group. Assuming that G is an Abelian group of order
n, it is known that the DPF can be calculated using O(nlogn) operations in C. However,
since the exact complex arithmetic is impossible within classical computational models, such
algorithms also require careful analysis of computational error. This work proposes a variant of
such an analysis and its applications in the area of integer linear programming. As an example,
consider the following proposition: the DPF over an element of GF2[G] and the convolution of
two elements of GF2[G] can be calculated using O(nlogn) operations with rational numbers
of length O(logn). The latter allows one to obtain faster algorithms for integer programming
problems of bounded co-dimension.

Whole Graph Embedding: A Survey of Techniques for Classification

Mario R. Guarracino
The University of Cassino and Southern Lazio, Italy

Networks provide robust models for a wide range of applications, from the social sciences
to the life sciences, by capturing interactions and dependencies among variables or observations.
These models can be extended to ensembles of networks, offering a simple yet powerful framework
for representing complex phenomena. Whole graph embedding focuses on mapping ensembles
of graphs into a vector space while preserving their structural properties. In recent years,
various embedding techniques have emerged, utilizing graph kernels, matrix factorization, and
deep learning architectures to learn low-dimensional graph representations. These embeddings
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enable tasks such as feature extraction, graph clustering, and the development of classification
models. This seminar offers a comprehensive survey of embedding techniques that embed entire
graphs for classification purposes. We will explore and compare multiple methods, evaluating
their performance on both synthetic and real-world undirected network datasets across different
learning tasks. Participants will gain valuable insights into the strengths and limitations of each
approach, equipping them with a solid foundation for selecting and applying the most suitable
embedding techniques in their research and applications.

Efficient algorithm for the minimum spanning tree problem on spaced
points with the Manhattan norm

Kirill Kaymakov, Dmitry Malyshev

National Research University Higher School of Economics, Nizhny Novgorod,
Moscow Institute of Physics and Technology, Dolgoprudny

In this talk, we consider the minimum spanning tree problem (MSTP) to find a tree
on all given points with the minimum sum of its edges, where the distance between points
is the Manhattan norm. We present an algorithm with the complexity O(nlogdi1 n) to solve
this MSTP, where d is the space dimension. It impoves for d > 5 the best previously known
complexity (nlog?nloglogn) by Gabow, Bentley, and Tarjan.

Comparative analysis of conclusions uncertainty on connections
between stocks of stock markets

Petr Koldanov, Alexander Koldanov, Dmitry Semenov
National Research University Higher School of Economics, Nizhny Novgorod

The problem of analyzing the relationships between stock market returns is considered.
The correlation is measured both by the traditional Pearson correlation coefficient and the rank-
based Kendall correlation coefficient. Various measures of uncertainty in drawing conclusions
about the relationships in stock markets are proposed, based on the method of separating
conclusions into significant and admissible. A comparison of the uncertainty in drawing conclusions
about relationships in stock markets in US, Russia and France is conducted. It is shown that
these markets differ insignificantly in terms of the share of uncertain conclusions, regardless
of the correlation coefficient used. However, in terms of the ratio of admissible to significant
conclusions about relationships, the stock market in Russia is significantly more uncertain for
some thresholds.
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Robustness of graphical lasso optimization algorithm
for graphical model selection problem

[lya Kostylev
National Research University Higher School of Economics, Nizhny Novgorod

Graphical model selection problem consists of recovering a hidden conditional dependence
structure of from a sample of observations from a random vector. One of the common approaches
for this problem is related with the convex optimization of a log-likelihood function with
additional L1 regularization term. Popular algorithm that utilizes such approach is called
graphical lasso algorithm. Various properties of this algorithm are studied in literature. The
topic of our interest is robustness of graphical lasso algorithm to the change of distribution. We
show that classical version of graphical lasso is not robust. To tackle this problem, we suggest
simple modifications of the algorithm which are more robust in the large class of distributions.
Then, we compare that modification with another modification that is based on Distributionally
Robust Optimization (DRO) problem called Robust Selection.

O606mienne Teopembl 2Kronma—KapaTeomopu B ciiydae HECKOJBKUX
rPAaHNYHBIX HEIIOABU>KHbBIX TOYEK

O. C. Kynpsbresa

Boarorpajickuit rocyiapcTBeHHBIN TeXHUIECKUN YHUBEPCUTET
A.TI. CousosioB

MockoBcKuii rocy1apCTBEHHBIH YHUBEPCUTET

Nzyuatorcs coiicTBa roJJoMOpHBIX 0TOOpaXKeHU T €JIMHUYHOIO Kpyra B ce0si B TEpMUHAX HEIO-
JIBUZKHBIX TOYEK W YTJIOBBIX pou3BoaubiX. B 1982 1. Kaen u [lomMepenke ycTaHOBIIM HHTE-
pecuoe 0bobenne kaaccudeckoit reopemnr ZKronna—Kapareoopu, mMO3BOIMUBIEE UM BbIBECTH
OTIEHKY MepBOro Koy duimenTa Ha Kiacce OYHKIHH, COXPAHSIONIINX HAYATI0 KOOPJIUHAT U MPO-
M3BOJILHBIN KOHEeUHBI HAOOp TPAHUYIHBIX TOoYeK. MBI mpeacTaBUM HOBOe OOODIIEHNe TeopeMbl
Krwoana—Kapareoiopu, koropoe cojiep:kut pesyJibrar Kasena—IlomMepenke B kadecTse 4act-
HOT'O CJIy4Yas U MO3BOJISIET PENIaTh Pa3HooOpa3Hbie IKCTPpeMaJibHbIe 33/[a9i HA KJ1accax (PyHKIiT
C HETOJIBUKHBIMYI TOTKAMU.

®opmyna Kpucrodpdens—/lapOby HaA IIeJIOYNCIEHHBIX PENIeTKaX
B. I. JIvicos

WNucruryr npukaaanoit maremaruku uMm. M. B. Kexgpimma PAH

Xopomo usectHa dopmyiaa Kpucroddens—apby st BOCHPOU3BOASIIErO siipa U3 Op-
TOT'OHAJIBHBIX MHOT'OYJIEHOB. B YaCTHOCTH, OHa IMPUMEHAETCA IIPpHU JOKa3aTe/JIbCTBE YHUBEDCAJIb-
HOCTHU PacIpe/iesieHns COOCTBEHHBIX 3HAYEHU YHUTAPHBIX MATPUUIHBIX ancambuieii. /Ipyrue 3a-
JIa4d TEOPUHU CJIYYadHBIX MATPHUI] IPUBOJAT K PA3IXIHBIM 0000NIIEHIAM OPTOINOHAJBHBIX MHO-
rowieHoB. V3ydaiorcs GMHOPTOroHAIBHBIE MHOIMOUYJIEHB! KON, MHOTOWIEHB COBMECTHON OPTO-
roHaJ bHOCTH dpMmuTa—Ilage, MHOTOWIEHB MHOTOYPOBHEBBIX HMHTEPIOIANUil. B ompenerennn
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MHOT'OYJIEHOB IMOCJICAHUX JABYX THIIOB IIOMHMO CTCII€HU y4YaCTBYET MYJBTHHMHICKC Ha IMEJO0OYTHC-
JIEHHOW perneTke.

Mur mokazkem Bapuant popmysasl Kpucroddens—/lapby aig muorodnenos dpmura—Llae
1 MHOT'OYPOBHEBBIX HHTEPHOJISIUN, B KOTOPOH CYMMHUPOBAHHE OCYIIECTBISIETCS 110 ITPOU3BOIb-
HOMY IYTH Ha IeJoducaeHHo# perieTke. [lokaxkem, uro Kaaccudeckass popMyaa Jjas OPTOTO-
HAaJIbHBIX MHOT'OYJIEHOB U U3BECTHAA (bOpMyﬂa JJIA 6I/IOpTOFOHaﬂbeIX MHOT'OYJIEHOB ABJIAIOTCHA
€€ MPOCTBIMU CJIEJCTBUAMM.

Relations Between Spectral Properties of a Quantum Graph
and the Underlying Metric Graph

Mark Malamud
Peoples’ Friendship University of Russia and Saint Petershurg State University

We will discuss a close connection between spectral properties of a quantum graph with
Kirchhoff or, more generally, d-type couplings at vertices and the corresponding properties of
a certain weighted discrete Laplacian on the underlying discrete graph.

In particular, we discuss several self-adjointness results including a Gaffney type theorem.
We also discuss the problem of lower semiboundedness, certain spectral estimates (bounds for
the bottom of spectra and essential spectra of quantum graphs, CLR-type estimates etc.).
Spectral types of quantum graphs will be discussed too.

Efficient sensitivity analysis for the sparse bottleneck path problem

Dmitriy Malyshev, Kirill Kaymakov

National Research University Higher School of Economics, Nizhny Novgorod,
Moscow Institute of Physics and Technology, Dolgoprudny

In this talk, we consider the sensitivity analysis problem for the bottleneck path problem,
which, for a given edge-capacitated graph and its vertices s and t, is to find an st-path, whose
the minimum edge capacity achieves the maximum value. Sensitivity analysis is the field of
finding limit cost changes, for which an optimal solution remains optimal. More specifically,
upper tolerances measure the supremum increase in the cost of an element, such that a current
solution remains optimal, and lower tolerances measure the corresponding supremum decrease.
We present an algorithm with the complexity O(ma(m,n)) to compute all the tolerances, where
a(+,-) is the inverse Ackermann function. For sparse graphs, it improves the best previously
known complexity O(m + nlogn) by Ramaswamy, Orlin, and Chakravarty.
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ITpunoxkeansa oOpaTHBIX COEKTPAJIbHBIX 3a4a9 HAa KBAHTOBBIX rpadax
TUMA <«JIEPEBO»

FOnna MapTbinosa
00O «Hossie pecypcsis, Mocksa

OHuM U3 OCHOBHBIX IIPUMEPOB KBAHTOBOTO I'pada TUIIA «JIEPEBO» SIBJISIETCS JIEKTPIIe-
CKas CeThb, COCTOSAIIAs U3 MPOBOIOB (pebep), CoeMHEHHBIX B TPaHC(hOPMATOPHBIX MOACTAHIIHAX
(Beprmuax). JTuddepeniuanbable ypaBHeHUs OMUCHIBAIOT JI€KTPUICCKHe KOeOaHus B IPO-
BOJAX JJIMHOM [}, ¢ pacupeaenennoil eMkocTbio Cy ¥ HHIYKTHBHOCTBIO L.

Bepmmuel crenenu oaun nponymepyeM ot 1 g0 N. 1IpeamostoxKuM, 9To OJUH U3 KOHIOB €y
MPOBO/IA 3a3eMJIEH 4epPe3 COCPEI0TOUCHHbIE HHAYKINIO Ly n eMkocTh (', COeMHEHHbBIE TTOCIe-
JIOBATEILHO, IPUYEM TOK MO HUM TeJeT B HANPABJIEHHH, OOPATHOM HANPABIEHHIO BO3PACTAHHS
Ue . B xaxmoit u3 M = P + 1 — N BHYTpeHHel BeplIinHe 3aJal0TCs JiBa YCJIOBUS CKJEHKH.
YciioBre HEIPEPhIBHOCTH HMOTEHIIAAIA COCTOUT B TOM, YTO €CJIM OJHA W Ta Ke BepIInHA V HH-
IIHIeHTHA HeCKOIbKUM pebpaM e; € E, , To 3HadeHus KoMnoHneHnT ¢gpynknun U; Ha 3TUX pebpax
B KOHIIAX, COOTBETCTBYIOIIUX BepIIUHe v, cOBHaaloT. Yciaoue Kupxroda uimu dajsanca TOKOB
COCTOUT B TOM, 9TO CyMMa HOPMAaJIbHBIX TPOU3BOAHBIX KOMIOHEHT (pyHKIHN U/, BO BHyTpEeHHEH
BEpIHHE U PaBHA HYJIIO.

BTopbiM mpuMepoM paccMOTPHM CHCTEMY M3 OJHOPOJHBIX CTEpKHEHl B BUJE MPOU3BOJIb-
Horo rpada Tuna «jaepeno». Ha kaxkigom uz P pebep 3a/1aeTcs ypaBHEHHE TEILIONPOBOJTHOCTH B
cTepxKHe JIMHOU [; B c/Iydae OTCYTCTBUS BHEIIHHX TEIJIOBBIX MCTOYHHKOB ¢ KO3ddunuenTom
TEIIONPOBOAHOCTH kj, yAeJbHOM TEeIIOeMKOCTBIO Cj, INIOTHOCTBIO Marepuana p;. Ha csobos-
HBIX KOHIAX cTepykHeit x; = l;, 7 = 1,..., N IOMeleHbl COCPeJIOTOYEHHbIE TEIIOEMKOCTH C;
U IIPOMCXOJHUT TeIJIO00MEH ¢ COOTBETCTBYIONUM KoddduiuenTom h; ¢ BHelIHeil cpeloil nyJe-
BOl TemmepaTypbl. B kaxkmaoit u3 M = P + 1 — N BHYTPeHHUX BEPIIHH 3aJTAI0TCS YCJIOBHS
HEIPEPBIBHOCTU TeMIIEPATYPhl U TEILIOBOTO OajaHca.

Jlas obonx TpPUMEPOB TOJIyYeHbl KPaeBble 33Ja9d Ha COOCTBEHHBIE 3HAYEHHS, KOTODPbHIE
COBNA/IAIOT, W YKBUBAJICHTHBI ON€PATOPHOMY ypaBHeHUIO K1(p11,...,PN1) = AKa (P12, .-, PN2)-
Jloka3zaHna MOHOTOHHAas 3aBUCUMOCTH COOCTBEHHBIX 3HAYEHUIl A KpaeBol 3a/laud OT Hapamer-
POB IPAHUIHBIX yeaoBuit p = (pi1,...,PN1, P12, - - -, Pn2). OOpaTHas ClEKTpaIbHAs 3a7a9a JIJIsT
KpaeBoil 3aJ1a41 COCTOUT B HAXOXKICHHH 3HAYEHUi BeKTOpa P KOA(DDUIUEHTOB I'PAHUTHBIX YCI0-
BWii, IPU KOTOPBIX HALEPE 3aaHHBIE YUCTA A1, . . ., Aoy ABJISIOTCA COOCTBEHHBIMH 3HAYCHUSIMA
KpaeBoii 3agaun. OHa cBeleHa K MHOTOMapaMeTPHIECKON 00paTHO CIeKTPAJIbHON 3a1a4e 11
KOHETHOMEPHOr'O OII€PATOPa, 33JaHHOI0 B KOHEYHOMEPHOM JAeHICTBUTEIbHOM €BKJIHIOBOM IIPO-
crpancTBe B2V 114 KOTOpOil IpeiIozkKeH aJlropuTM YHCJIEHHOTO MOCTPOCHHS PeIIeHuit, 0CHO-
BAHHBIM HA MOHOTOHHON 3aBUCUMOCTH COOCTBEHHBIX 3HAUEHHIT OT MapaMeTpOB IPAHUYHBIX YCJIO-
Buii. [loydennbie pe3yibTarsbl HO3BOJISIIOT BOCCTAHABINBATD MAPAMETPHI IPAHUYHBIX YCJIOBHIA,
HAIPUMED, PACIpeieleHHbIe WHIYKTUBHOCTh U €MKOCTh, COEINHEHHBIE TOCIe0BATEIHHO, JIJIs
JIEKTPUIECKUX CeTell Ha yJacTKaxX TPYTHOIOCTYIHBIX JJIsi BU3YAJbHOTO OCMOTPA, MOJI0UpaTh
apaMeTpbl 'PAHKYHBIX YCJIOBUI I oOecliedeHrs] HY2KHOIO CIIEKTPa YacTOT KOoJIeOaHuii mepe-
MEHHOTI'0 TOKa, WJIM HAIPSKEHUsI B CETH, a TaKKe 3HAYEHHUs] COCPEJIOTOUYCHHBIX TEILJIOEMKOCTel
u K03 DuimenToB Tei1000MeHa Ha KOHIIAX CTePKHEH.
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Bas3ucer B mpocTpaHCTBaxX JAUCKPETHBIX aHAJUTUYIECKUX (DyHKIIIi

A. JI. Memmbix

Nucruryr maremaruku um. C.JI. Cobosesa CO PAH HoBocubupck

[TongTue nucKkpeTHO aHATUTHYECKON (DYHKIIMKM Ha rayccoBoil pemerke G = Z + 14 OBLIO
nauo P. @. Ajizekcom [1]. Oun knaccudunuposas st dyHKnun Ha DYHKIHA T€PBOTO H BTOPOT'O
pona u uccaeaosas GyHKuu nepsoro poga. B gampreiimem 2K. @eppan [2] u P. J[Ixx. Tadbdun
|3] cosmanu Teopuio AUCKpETHBIX aHAJIUTHIECKUX (DYHKIHHA BTOPOro poja. BaKkHbie pe3yJibra-
THI, CBSI3aHHBIE C TOBeJIEHUEM JTUCKPETHBIX aHAJTUTUIECKUX W TApDMOHUIecKUX (DYyHKIUi Ha Oec-
konewqnoctd, 6p1mu nosydensl C. JI. Cobosessim [4]. HoBble KOMOMHATOPHBIC M AHATHTHIECKHE
uzen B Teopuio BHec [1. eiianbeprep [5]. Dru uaen 6puin 06obmenst B pabore apropa [6]. Pas-
BUTHE HEJUHEHHOH TeOpUW AUCKPETHBIX aHATUTUYIECKUX (PYHKINH, OCHOBAHHOE HA KPYTOBBIX
yIakoBkax, Hagasoch ¢ V. Tepcrona |7| u ero yaenukos [8], [9]. Tak 6b110 mosrydeno mpubinzke-
HUe ¢ OBICTPOIl CKOPOCTHIO CXOINMOCTBIO B TEOPUU KOH(MOPMHBIX O0TOOparkeHwii. B mociennue
TOJIbI, TUCKPETHBbIE aHAIUTHYeCKe (PYHKIUU CTAJN PACCMAaTPUBATHCA € TOUKH 3PEHUE TEOPUN
6ananoBbix ajare6p [10]. D10 MO3BOIMIO BECTH MOHSATUS PAIMOHAJIBHBIX 1 MEPOMODPMHBIX JUC-
kperHblx ¢yHKImi. B mokjiaze OyaeT 3aTpoHyT BOIPOC O CYIIECTBOBAHUHU <«ECTECTBEHHOT'O»
6a3nca B Pa3JMdHbIX MPOCTPAHCTBAX JAUCKPETHHIX AHAJUTHYCCKUX (DYHKIUNH W BO3MOKHOCTH
pas3JIozKeHus TaKuX DYHKIWI B ps/Ibl, aHAJIOTHIHBIE psgaM Teiropa.

JIuTeparypa
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CrpyKTypa XxapakKTepucTu4iecKoro nojuHoMma Jlammaca s
MUPKYJISHTHBIX paccjoennii rpadoB

. A. Mennbix

Nucturyt maremaruku um. C.JI. Cobosesa CO PAH HoBocubupck

B pamkax aanHOro JI0K/1a/1a Oy/IyT IPEeICTaBJICHbl PE3YJIbTATDI, 01y YeHHBIX B COBMECTHBIX
uccaenoBanusax ¢ Vonr Cy Ksonom (FOzxnast Kopest) u A.JI. Meanwix. B npenpbigymux pa6o-
TaxX aBTOPOB OBLIM U3YyYEHbI CTPYKTYPHBIE TEOPEMBI, OIMMCHIBAIONINE CBOMCTBA, THCJIa OCTOBHBIX
JIepEeBbEB , KOPHEBBIX OCTOBHBIX JIeCOB U HHIeKca Kupxroda aasa ceMelcTBa IMUPKYJIAHTHBIX
rpacdos. Bee 3TH BeIMUMHBI SIBASIOTCSA CIEKTPAIbHBIMA HHBAPHAHTAMU, TO €CTh 3aBUCIT OT
COOCTBEHHBIX 3HAYEHUN XapaKTePUCTHIECKOro mojmHoMa marpuibl Jlammaca. Ctpykrypa ca-
MOTO MOJMHOMA OCTaBajach Hem3pecTHONl . B HemaBHux paborax [Xiaogang Liu m Sanming
Zhou (2012), Xiaogang Liu u Pengli Lu (2016)] 6b110 06HApYZKeHO, 9TO XapaKTepUCTHIeCK i
IOJIUHOM JIIsI PsJIa U3BECTHBIX ceMecTB rpadoB , TaKUX Kak TeTa-rpad, ranTeabHbIi rpad
u rpad mporeriepa 3p¢eKTUBHO BhIpaxKaeTcs depes3 MoJuHoMbI YeoOnimnesa. Vmen, m3moxKen-
HbI€ B 9TUX paboTax, NO3BOJIM/IN HANl TH MO/X0/] K ONUCAHUIO CTPYKTYPbl XapaKTEPUCTUIECKOIO
MOJIMHOMA JIJIS TMTHPOKOTO KJIacca Tpad OB, HA3BIBAEMbIX MUPKYISPHBIME PACCIOCHUSIMA. JTOT
KJIacC BKJIOYaeT B cebst obobienunie rpadol [lerepcena, [-rpadsl, Y- rpadsi, H-rpadsr, guc-
KpeTHbIe TOPHI B Jpyrue. B KadecTBe OCHOBHOTO pe3yJIbTaTa, MbI IOKAzKeM, YTO XapaKTepHCTHU-
YecKUii MOJUHOM YKa3aHHBIX BbIIIE IpachoB OBITDH IPEICTABICH B BUI€ KOHEUYHOI'O IPOU3BEICHHST
ajsiredbpandeckux (PYyHKIUA , BBIYUCJISIEMbIX B KOPHSX JIMHEH HON KOMOMHAIUKM 1OJIMHOMOB He-
OeimieBa. [ToaydeHnble pe3yrbraThl 9aCTHIHO AHOHCHPOBaHBI B padore [1].

JImreparypa

[1] Kson 1 .C., Meaupix AT, Meaubix NLA., “O cTpyKType XapakTepucTHYeCKOro MOJHHOMA,
Jlammaca mis nupKyasaTHeX rpados.” Joxaadv Poccutickotll axademuu wayk. Mamemamuxa,
ungopmamura, npoyecco, ynpasaenus, H15(1): 34-39, 2024.

Path packings of cographs of the special type

Dmitry Mokeev
Lobachevskii State University and HSE University, Nizhny Novgorod

The H-packing problem consists in finding the maximum set of subgraphs in a given graph
G that are isomorphic to some fixed graph H and do not contain pairwise common vertices.
We consider the problem of H-packing for the case when the graph H is isomorphic to a simple
path of the fixed order k (k-path), where k is a natural number more or equal to 3. A graph is
a cograph if it can be constructed from isolated vertices by disjoint union and join operations.
A graph is threshold if it can be built from a single-vertex graph by sequentially adding one
isolated vertex or a dominant vertex (i.e. a single vertex connected to all other vertices) to
the graph. We consider the k-path packing problem of cographs which can be constructed by
join operation from some threshold graphs. We study the computational complexity of the k-
path packing problem in the class of such graphs and prove its polynomial solvability for an
arbitrary k.
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KondopmHbie oTOOpakeHrsi OHOCBA3HBIX U JIBYCBA3HBIX
MHOTOYTOJIBHBIX O0JIacTeit

C. P.Hacnipos
Kaszanckwii (ITpuBoszkckuii) deiepaibHbiil yHIBEDCHTET

B JoKia/ie paccMaTpuBaeTcs 3a/1a9a HAXOZK ICHUsT HEU3BECTHBIX (aAKIECCOPHBIX) HapaMeT-
poB B uaTerpasgax Kpucroddena-IlIsapna u ux 0dobIeHnsax, Ja0MmMX KOH(MOPMHbIE 0TOOpa-
JKEHUs OJTHOCBSA3HBIX U JIBYCBA3HBIX MHOTOYTOJILHBIX 0OJIacTell Ha KaHoHuYecKue odstactu. M3y-
JaeTcs KaK OrpaHHYeHHbIe MHOTOYTOJbHUKY, TAK U HEOTDAHWYEeHHbBIe, COJleprKalliue BHYTPHU cedsd
OeCKOHEUHO yIaJeHHY0 TOUKY. OCHOBHBIM METOJOM HCCIeIOBAHUS SBISETCS MapaMeTpHIecKnit
MeTos JIeBHepa, ero mpuMeHeHnne K 3aJade HAXOXKICHUS aKIIeCCOPHBIX MapaMeTpOB OBbLIO BIIEep-
Boie npejozkeno [LII. Kydapessim. HacTb pok/ajia ocHOBaHa Ha pe3y/ibTarax, MOy YeHHbIX
comecTHo ¢ A.TO. /TroruapiM B pamkax peasmsaruu Hayaaoro npoekta PH® Ne 23-11-00066.

Analysis of Task Interconnections Using Multi-Task Learning
for Five NLP Classification Tasks

Gleb Neshchetkin

National Research University Higher School of Economics, Nizhny Novgorod

In this study, we analyze five classification tasks within the NLP domain: emotion classification,
sentiment classification, intent classification of social media posts related to COVID-19, sarcasm
detection, and stance classification. We trained 31 models, comprising five single-task models
and 26 multi-task models, to determine which tasks benefit from learning together. The results
indicate that certain task combinations, such as emotion classification with intent classification
of COVID-19 posts or sarcasm detection with emotion and sentiment classification, exhibit
positive transfer. However, negative transfer was observed in some cases, for example, stance
classification with intent classification of posts. Additionally, the results show that multi-task
learning (MTL) models involving more than two tasks can sometimes improve performance for
a specific task within the set. However, learning this task with smaller subsets of these tasks
does not necessarily enhance the metrics. It was experimentally confirmed that in MTL, an
optimum solution with respect to one objective may not be optimum with respect to another
objective.

Networks (and Data Science) in Brain Research

Panos Pardalos
University of Florida USA and HSE University, Nizhny Novgorod

Network analysis our days became a pawer tool in data analytics. The talk will cover
recent advances of application of network analysis in brain research.
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Algorithms for Merging Delone Graph Approximations

Alexander Ponomarenko
National Research University Higher School of Economics, Nizhny Novgorod

The Delaunay graph is a fundamental construction defined over a finite subset of points in a
metric space. Approximations of the Delaunay graph have important applications in information
retrieval, specifically in k-nearest neighbor search algorithms, which are widely used in artificial
intelligence systems. In addition to efficient algorithms for constructing approximate Delaunay
graphs, computationally efficient methods for merging such constructions are also important.
The presentation will introduce two new algorithms for merging approximate Delaunay graphs
and present results of their application for merging HNSW data structures.

Fast Evolution Search of Device-Specific
Facial Descriptor in a SuperNet

Andrey Savchenko
National Research University Higher School of Economics, Nizhny Novgorod

I will talk about using AutoML techniques to extract the most accurate and fast subnetwork
for facial feature extraction from a Supernet. I introduce the novel technique based on evolution
search with a surrogate binary classifier to compare the expected accuracy of two subnetworks.
The latter uses only encoding of a candidate subnetwork and does not require directly estimating
its accuracy on a validation set. As a result, the most computationally efficient and accurate
model in TensorFlow Lite format is obtained in less than 10 minutes for a specific device and
latency constraint. Experiments for face identification and facial expression recognition show
the potential of the proposed approach to obtain neural networks for various types of devices,
including smartphones and Raspberry Pi single-board mini-computers.

Network Analysis of International Conflicts

Anna Semenova, Fuad Aleskerov
National Research University Higher School of Economics

We determine the involvement of states in international conflicts, taking into account the
intensity of an international conflict as well as the intensity of internal conflicts in these states.
We use classic and new centrality measures. The latter ones take into account a parameter of
a node, direct and indirect (with fixed length of the path) connections of nodes, and a group
influence of nodes to a node. In the construction of the network we consider the influence of
third countries on the conflict as well as the internal conflicts in countries. We present a new
model to study international conflicts based on the construction of a network among countries
involved. To create the model we used the Uppsala Conflict Data Program at the Department of
Peace and Conflict Research, Uppsala University and the Centre for the Study of Civil War at
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the International Peace Research Institute in Oslo (PRIO) datasets which provide information
about armed conflicts from 1946 to 2022. We use three types of conflict: interstate armed
conflict, internal armed conflict and internationalized internal armed conflict. To evaluate the
intensity of the conflict we used information about the number of battle-related deaths in the
conflict which was transformed to ordinal scale. It is important to set appropriate parameters
in the new centrality measures. We discuss these values and analyze their impact on outcomes,
using the network model of interstate conflicts between states. The model has applied to the
study of conflicts for different time periods after the World War I1.

New centrality indices in network analysis
Daniil Tkachev, Fuad Aleskerov

National Research University Higher School of Economics

Network analysis methods are used to find solutions to various problems of interaction
among vertices in the network. One of the main tasks of network analysis is identifying key
vertices. Centrality indices are used to identify key vertices in network (see (Barabasi, 2013),
(Aleskerov, et al., 2021)). Some of the most popular centrality indices are degree centrality
(In-degree/Out- degree) (Newman, 2003), betweenness centrality (Freeman, 1977), closeness
centrality (Bavelas, 1950), eigenvector centrality (Bonacich, 2007), PageRank (Brin, 1998) and
Katz centrality (Katz, 1953). These centrality indices are used in many works to find key vertices
in the network. However, these indices have some limitations and disadvantages (Landherr, et
al., 2010). One of the main disadvantages of the classic centrality indices is that they do not
take into account parameters of vertices and group influence of vertices on a vertex (Newman,
2003). In (Aleskerov, Yakuba, 2020) new centrality indices taking into account group influence
and vertices parameters (Bundle and Pivotal centrality indices) are introduced. However, the
Bundle and Pivotal indices are constructed in that way that they do not take into account
the weights of arcs — important information about interaction among vertices in a network.
It determines our task - to introduce a new centrality indices that take into account these
properties. We have constructed several new centrality indices that take into account group
influence, vertices parameters. New centrality indices have been tested on real networks models
(basic crops, rare earth compound and oil trade export /import operations) and compared with
the Bundle and Pivotal values.
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Semiclassical approximation for Jacobi polynomials,
defined by a difference equation, and the Bessel function

Anna Tsvetkova
Ishlinsky institute for problems in mechanics RAS

We are developing a method for constructing global asymptotics for solutions of difference
equations based on the semiclassical approximation. The idea is to reduce the difference equation
to a pseudodifferential one and apply the Maslov canonical operator associated with a geometric
object in the phase space — the Lagrangian manifold.

While manifolds with a turning point in whose neighborhood the asymptotics is expressed
in terms of the Airy function are well studied, the methods for the case when the asymptotics
is determined by the Bessel function are not so well developed.

In the talk we will illustrate the discussed method using the example of Jacobi polynomials,
for which asymptotics in terms of a Bessel function Jy arises. In particular, we will describe
the type of corresponding Lagrangian manifold and present an algorithm which allows one to
obtain global formulas.

The work is supported by RSF (project 24-11-00213).

Dissecting embedding methods:
learning higher-order structures from data

Liubov Tupikina
ITMO, Belllabs, Paris Descartes LPI

Active area of research in Al is the theory of manifold learning and finding lower- dimensional
manifold representation on how we can learn geometry from data for providing better quality
curated datasets. There are however various issues with these methods related to finding low-
dimensional data representation of the data, the so-called curse of dimensionality. Geometric
deep learning methods for data learning often include a set of assumptions on the geometry of
the feature space. Some of these assumptions include pre-selected metrics on the feature space,
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usage of the underlying graph structure, which encodes the data points proximity. However, the
later assumption of using a graph as the underlying discrete structure, encodes only the binary
pair- wise relations between data points, restricting ourselves from capturing more complex
higher-order relationships, which are often present in various systems. These assumptions on
the data together with data being discrete and finite may cause some generalisation, which may
create wrong interpretations of the data and models, which produce the embeddings of data
itself (such as BERT and others). The objective of our this talk will be to talk about several
aspects of extraction of higher-order information from data. We will first talk about how to
characterize the accuracy measure of the embedding methods using the higher-order structures.
For this we explore the underlying graph assumption substituting it with the hypergraph
structures. Second we aim to demonstrate the embedding characterization on the usecase of
the example of some data with higher-order relations (such as arXiv open data).
The work is based on the papers (see e.g. ) arXiv:2302.13054.
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