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» Our projects;
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» Image restoration on PET-CT images;
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» Unsupervised pretraining for segmentation of CT studies



CT of head:




CT of head:

» Segmentation of lesions affected by
acute stroke;




& CBEP The overview of projects

» (jointly with AIRI) Detection of very
early stroke on CT (up to 12 hours);



CT of lungs:




& CBEP The overview of projects

g o Entropy
» Restoration of segmentation masks

using uncertainty estimation on chest =
X-rays;
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X-rays of chest and breast:
> Restoration of segmentation masks
using uncertainty estimation on chest
X-rays;




& CBEP The overview of projects

» Classification of QRS-complexes;



& CBEP The overview of projects

» Risk of type Il diabetes;



& CBEP Restoration of PET-CT images

» An injection of FDG (Fludeoxyglucose);



& CBEP Restoration of PET-CT images

» PET study;



& CBEP Restoration of PET-CT images

> CT study;



Figure: Example of PET-CT study



& CBEP Restoration of PET-CT images

» Reduce the amount of FDG;



& CBEP Restoration of PET-CT images

» Conduct the study faster.



& CBEP Restoration of PET-CT image



& CBEP Restoration of PET-CT images
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» Deterministic (classical image processing or deep learnin,
input image -> one output image;



& CBEP Restoration of PET-CT images

ability distribution.

» Probabilistic; one input image -> multiple images, e.g.



& CBEP Restoration of PET-CT images

» Gaussian filtration;



& CBEP Restoration of PET-CT images

» U-net like Transformer deep network;


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Restoration of PET-CT images

Image

» Diffusion model (Work in progress).


https://arxiv.org/pdf/2108.01073.pdf
https://arxiv.org/pdf/2108.01073.pdf

& CBEP Restoration of PET-CT images
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& CBEP Restoration of PET-CT imag



Current results

PET segmentation
restored from 60s restored from 60s
original 90s by transformer by gaussian bluring

Figure: Restoration of the noised PET



& CBEP Restoration of PET-CT images

PET

original PET (80 sec)

SIM =

Gaussian blu
MSE = 0.0038, 1S81M = 0.025

noised PET {60 s restored by NI
mse' 05044, 150 < 10,026 MSE = 00055, 126 M = 0.034



& CBEP Unsupervised pretraining on CT
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& CBEP Unsupervised pretraining on C

» A lot of medical centers want to predict a presence of some disease
limited amount of data;



& CBEP Unsupervised pretraining on CT

» Pretrain a deep learning model that is able to generalize
downstream tasks.



& CBEP Unsupervised pretraining on C



& CBEP

» Requires networks with more parameters compared to,
hence more computational resources.



& CBEP Unsupervised pretraining on C

> Pretraining is a way to overcome these shortcomings!



& CBEP Unsupervised pretraining on C

» Supervised pretrain;



& CBEP Unsupervised pretraining on C

» Unsupervised pretrain:



& CBEP Unsupervised pretraining on CT st

1. Inpainting;



https://arxiv.org/pdf/1604.07379.pdf
https://arxiv.org/pdf/1604.07379.pdf

& CBEP Unsupervised pretraining on C

2. Image rotation;



& CBEP Unsupervised pretraining on C

3. Contrastive learning.



& CBEP Unsupervised pretraining on C


https://arxiv.org/abs/1807.03748

& CBEP Unsupervised pretraining on C

ion between similar images 1.

» |n fact we will minimize g

f(x,x")

L=-Ex|—F—""—
Zszl f(xj,x")

] ,where f(x,x") pE:ELX),)


https://arxiv.org/abs/1807.03748

@ CBEP Unsupervised pretraining on CT studies

= W

Maximize agreement

» Sample N images;

<— Representation —


https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/2002.05709

@ CBEP Unsupervised pretraining on CT studies
N

» Augment each image;


https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/2002.05709

@ CBEP Unsupervised pretraining on CT studies
N

» Obtain representations h using neural
network f(-);


https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/2002.05709

@ CBEP Unsupervised pretraining on CT studies

» Obtain embeddings z using non-linear
head g(+)


https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/2002.05709

@ CBEP Unsupervised pretraining on CT studies

» Maximize agreement (MI) using
contrastive loss;


https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/2002.05709

& CBEP Unsupervised pretraining on CT

» For an augmented pair of images:

£(xi,) = — log



& CBEP

» Total loss:

N
i
=N E L(x2k—1, X2k) + L(X2ks X0k=1)) -
=]



& CBEP Unsupervised pretraining on C

» Contrastive learning (in the original formulatlon
labels;



& CBEP Unsupervised pretraining on C
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» Linear evaluation protocol shows results on par with supervised methods.



& CBEP Unsupervised pretraining on CT



& CBEP Unsupervised pretraining on C

» Which might be sub-optimal for segmentation tasks due tc
sensitivity. /



& CBEP Unsupervised pretraining on CT

» |t should be spatial sensitive, i.e. dlscrlmmate spat+a_
predictions in boundary regions;



& CBEP Unsupervised pretraining on C

» It should be spatial smooth. Spatial smoothness encout
to the same class.



& CBEP Unsupervised pretraining on C


https://arxiv.org/abs/2011.10043
https://arxiv.org/abs/2011.10043

& CBEP Unsupervised pretraining on C

> Process an input image I € RM*#*W using f(-) to obta .
some convolutional layer T € REXH *W'. i


https://arxiv.org/abs/2011.10043
https://arxiv.org/abs/2011.10043

& CBEP Unsupervised pretraining on C

pixel-space.


https://arxiv.org/abs/2011.10043
https://arxiv.org/abs/2011.10043

@ CBEP Unsupervised pretraining on CT studies

augmentation

PixPro Loss (Eq. 5)
PixPro


https://arxiv.org/abs/2011.10043

& CBEP Unsupervised pretraining on CT

» Pixel-level contrastive loss:

p : i

O ecos(x,-,xj’)/-r - . _Z__

JEQ; ke,

Lp(i) = —log



& CBEP

» Where x;, x| — pixels from two augmented versions of an image x;



& CBEP Unsupervised pretraining on C

> Q;, and Q/ — pixels inside and outside some vicinity of the current pixel i
respectively.



& CBEP Unsupervised pretraining on CT

» The total loss:



& CBEP Unsupervised pretraining on CT studies

» Training from a random initialization;


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» Fine-tuning a model pretrained on (Nvidia)


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» |npainting;


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» Rotation prediction;


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» Instance-level CL.


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» Fine-tuning a model pretrained on (Sber)


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» |nstance-level CL;


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT studies

» Pixel-level CL.


https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266
https://arxiv.org/abs/2201.01266

& CBEP Unsupervised pretraining on CT

» Pretraining data:



& CBEP Unsupervised pretraining on CT

> Nvidia: LUNA16, TCIA Covid19, LiDC (Total: 2124 CT



& CBEP Unsupervised pretraining on C

» Sber: LUNA16 (Total 888 CTs).



& CBEP Unsupervised pretraining on CT



& CBEP Unsupervised pretraining on C

- for training, another — for

-



& CBEP Unsupervised pretraining on C

one - for training, another — for

'_'::.I _I /

» Choose the best on validation;



& CBEP Unsupervised pretraining on C

one — f9r training, another — for

» Measure the model on test data;



& CBEP Unsupervised pretraining on C

» Average between six runs.



@ CBEP Unsupervised pretraining on CT studies

Lung Cancer Segmentation

0.3
* Fromscratch % Nvidia / Sber



http://medicaldecathlon.com/

Unsupervised pretraining on CT studies

Spleen Segmentation

0.3
* Fromscratch % Nvidia / Sber



http://medicaldecathlon.com/




